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Abstract—Neural networks deployed on edge devices must be
efficient both in terms of their model size and the amount of data
movement they cause when classifying inputs. These efficiencies
are typically achieved through model compression: pruning a fully
trained network model by zeroing out the weights. Given the
overall challenge of neural network correctness, we argue that
focusing on correctness preservation may allow the community to
make measurable progress. We present a state-of-the-art model
compression framework called Condensa around which we have
launched correctness preservation studies. After presenting Con-
densa, we describe our initial efforts at understanding the effect
of model compression in semantic terms, going beyond the top
n% accuracy that Condensa is currently based on. We also take
up the relatively unexplored direction of data compression that
may help reduce data movement. We report preliminary results
of learning from decompressed data to understand the effects
of compression artifacts. Learning without decompressing input
data also holds promise in terms of boosting efficiency, and we
also report preliminary results in this regard. Our experiments
centered around a state-of-the-art model compression framework
called Condensa and two data compression algorithms, namely
JPEG and ZFP, demonstrate the potential for employing model-
and dataset compression without adversely affecting correctness.

Index Terms—Model Compression, Data Compression, Ma-
chine Learning, Correctness Verification

I. INTRODUCTION

As we face the convergence of HPC and data intensive

methods [1], an inescapable reality is that we must begin ad-

dressing the overall correctness of machine learning systems.

Most of today’s methods to judge the correctness of networks

relies on their top n% classification accuracy that captures

how well a network trained on its training data performs in

the deployment context.

Unfortunately, these methods do not take into account the

semantic content of what is being classified, and thus are

unable to provide its users a sufficiently useful metric of relia-

bility. For example, if one network makes errors with respect to

images within one semantic class (e.g., “dogs”) while another

network starts conflating images across classes (e.g., “dogs”

versus “weapons”), the former network is naturally considered

more reliable. While no single real-world decision is likely to

be based on the conclusion of a single sensor or classifier (in

multi-sensor situations, cross sensor constraints are likely to be

used to resolve ambiguities), it still behooves the community
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Fig. 1. Illustrates the Learning System used to obtain a reference model
fw that will undergo compression represented by CM . CD refers to one
axis of Data compression, where we find a dataset of minimal cardinality to
characterize the optimal parameters of a model by using only most influential
points (similar to Support Vectors in SVM) and discarding the rest. CX refers
to data compression by using a compact representation (for example: Using
JPEG, ZFP) to store these examples.

to be making each sensor do a better job with respect to the

semantic content of what is being classified.

Unfortunately, correctness taken as a whole is a daunting

challenge: there are literally thousands of network architec-

tures and input classes one must confront. Given this vast

and open-ended nature of network correctness, the community

is better off making progress with respect to correctness in

restricted settings that may arise naturally during the training

and deployment of networks. In this work, we examine what

it takes for networks to be deployably efficient and pursue

the direction of correctness preservation: ensure that the net-

works are doing “similar” classification before and after such

efficiency measures are introduced. In the technical portion of

this position paper, we present two directions of research-in-

progress in our group toward attaining deployable levels of

efficiency, namely model compression and data compression.

More broadly, our correctness-preserving compression meth-

ods promise to provide important insights about when com-

pressed models are qualified to make decisions on real world

inputs. Our tools could be used to expose atypical examples

for further human inspection [2], choose not to classify certain

examples when the compressed model is uncertain [3]–[6], or

to aid in explaining the behavior of compressed models. [7]–

[10].

A. Model Training

In Figure (1) x is the input data to the unknown target

function f : X → Y , where X is the input space (set

of all possible inputs x), and Y is the output space (set of

all possible outputs). There is a dataset D of input-output
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examples (x1, y1), · · · , (xN, yN ), where yn = f(xn) for

n = 1, · · · , N . The examples are often referred to as data

points. There is the learning algorithm A that uses the data

set D to select a model fW : X → Y that approximates

the unknown f . The algorithm chooses fW from a set of

candidate models (hypothesis set H) by minimizing a loss

function L. The same training setup is used in in the Model

Compression pipeline as described in the next section.

B. Model Compression (CM )

The main approach pursued for attaining deployable

efficiency—in both academic research [11]–[18] and in major

industrial practices [19], [20]—is model compression: taking

a trained model that has desired accuracy, safety, security, and

privacy properties, and then applying a compression algorithm

(π) to fit the network, fθ onto a mobile platform or edge

device. Today’s state-of-the-art compression methods mainly

aim to achieve high levels of network sparsity as well as high

overall classification accuracy.

In this work, we briefly examine the process of model

compression (§II) and how we can bring in additional aspects

of correctness into the picture based on mining how a network
arrives at its decisions.

C. Data Compression (CD and CX )

The sizes of data sets to be handled by deep networks

is witnessing an explosion. Medical image data sets for CT-

scan are known to be more than 2 Terabytes in size with a

representative workload containing around 2.4 million images

[21]. MovieLens 20M is a typical dataset for recommendation

systems that includes more than 20,000,000 ratings [22]. Find-

ing a dataset of minimal cardinality to characterize the optimal

parameters of a model is of paramount importance in machine

learning and distributed optimization over a network [23]. A

recent article [24] further elaborates on the growth of data set

sizes. The goal of CD is to investigate the compressibility of

large datasets. More specifically, can we jointly learn the input-

output mapping as well as the most representative samples

of the dataset (i.e., sufficient dataset)? Given the progress in

data compression methods, it is natural to ask the question of

whether one can incorporate compression into deep learning.

There are two natural directions in which to take this idea:

(1) storing data in a compressed format (CX ), and (2) learning
directly from compressed data. There is growing awareness in

the community in the effects of compression-induced artifacts

and how to deal with misclassifications caused by it [25].

Learning directly from compressed data has recently received

attention [26] with the authors studying the advantages of

learning directly from JPEG-compressed data. There is how-

ever significant room to continue these lines of research to

encompass other compression algorithms, and even explore

the idea of choosing compression algorithms that minimize

misclassification error. We provide our preliminary results on

these topics.
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Fig. 2. Condensa Extensions: Delivering the Trifecta of Correctness-
preserving Model Compression: Performance, Usability and Correctness. X
represents the input space and the green box on the top bar represents a
batch of inputs, whose outputs when passed through the reference model
fW are represented by yW and the same batch produces yθ ,when passed
through fθ : both are subsets of the output space represented by Y . The
correctness-preservation means yW == yθ . fθ is obtained using a
Condensa compression program π represented by the red horizontal arrow.
Users can specify various compression related strategies like compression
scheme to apply, accuracy recovery algorithm A, Loss functions optimizations
L to incorporate correctness-preserving constraints. In section §A- §D below
we will describe the various correctness-preserving strategies.

Roadmap

In §II, we discuss how the semantic effects of model com-

pression can be systematically studied based on a state-of-the-

art programmable compression framework. In §III, we discuss

our initial studies of a data compression framework called

ZFP [27], [28] that is widely being studied in the arena of HPC

for reducing storage and data movement overheads. We also

have preliminary results comparing ZFP against JPEG [29].

In §IV, we provide directions for future work stemming from

these discussions.

II. MODEL COMPRESSION

Network compression is the process of converting a neural

network f for a certain task to a network f̃ that achieves

similar performance as f , but is considerably “simpler” with

respect to the memory footprint of the network or time (the

number of operations needed to classify an input using the

model). Many of the state-of-the art networks turn out to be

compressible to reasonably high extents [11], [18], [30] in

both these dimensions. This is because redundancy is often

built into networks, partly because it helps in the training

process to find better minima [31]. Space reduction can be

achieved in many ways including sparsifying individual layers

by removing certain weights, by reducing the number of bits

used in the floating point representation of the weights, by

removing “unimportant” features or convolutional filters, by

using matrix/tensor approximations to obtain a compact repre-

sentation of the connection matrix at every layer, and so on. We

now provide a brief overview of Condensa [32] (Figure 3) that

our experiments are based on. The user provides the pretrained

model f , a compression scheme, and an objective function

η. Condensa uses a novel acquisition function called Domain
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Fig. 3. The Condensa Framework for Model Compression (figure courtesy [30]). The user provides the pre-trained model fW , a compression scheme, and
an objective function f . uses the Bayesian and an L-C optimizer to infer an optimal target sparsity s∗ and corresponding compressed model fθ . This entire
process is denoted as the CM in Fig-(1)

Restricted Upper Confidence Bound (DR-UCB) in its Bayesian

optimization [33] formulation and LC optimization [34] to

infer an optimal target sparsity s∗ and corresponding com-

pressed model f̃ . The compression schemes are chosen from

a repertoire supported in the Condensa library. It is specified

in Python, and includes schemes such as pruning and quanti-

zation. The objective function η (throughput, FLOPs, memory

footprint, etc.) is also specified in Python using operators in

the Condensa library. Overall, Condensa follows the two-phase

approach of (1) using Bayesian Optimization with acquisition

function A to find an initial sparsity value sacc that meets

the target accuracy within a user-specified threshold; (2) it

then constrains the sparsity search space to (0, sacc) while

optimizing η to maximize performance.

Condensa is a state-of-the-art framework that understands

the microarchitecture of many modern GPUs and allows users

to programmatically build, train, and test neural networks,

while also lending significant assistance with hyperparameter

tuning. On realistic networks Condensa has delivered memory

footprint improvements of 188× and throughput improve-

ments of 2.59× using at most 10 Bayesian Optimization

samples per search [32]; these indicate the rapidity with which

compressed models can be arrived at. As to our choice of

LC, recent work [35], [36] has shown that for high-sparsity

regimes, LC performs really well, especially when the opti-

mization becomes difficult with stringent resource constraints

imposed.

Due to the resource constraints of deploying models to

mobile phones or embedded devices [37], [38] model compres-

sion is now is commonly used. An understanding of the Cor-
rectness Ramifications of Compression becomes particularly

important in sensitive domains like health care diagnostics

[39], [40], self driving cars [41] and hiring [42], [43], because

the introduction of compression may contradict safety, security

and privacy objectives.In the sections to follow, we discuss the

various correctness criteria that go beyond simple classification

accuracy as the acceptance metric. When comparing two

neural network models with different depths, number of edges,

Fig. 4. Output or Functional level Analysis : Effect of compression
on class-wise accuracy (CIFAR-10 with ResNet56 architecture, this
artifact depends on the kind of compression scheme used and dataset
distribution itself.)

number of filters, etc., the naı̈ve view of a network as a set

of parameters does not provide much information; neither do

simple parameters such as the training loss and test accuracy.

We need to look closely at what features of the input are

captured and how they impact classification. The measures we

provide below show a natural progression, going from a focus

on outputs, to intermediate layer activations, to input space

partitions, and aim to compare different semantic aspects.

A. Output or functional level.

The most black-box way to understand a network is to study

the classification it provides for different input classes. This

does not tell us how the network arrives at the classifica-

tion, but it contains more fine-grained information than the

aggregate accuracy. Figure 4 illustrates how a state-of-the-art

compression tool [30] affects the error in certain classes more

significantly than others — something we wish to avoid as it

may result in unfair treatment [25].

While class-wise accuracy numbers are more nuanced than

the overall accuracy, they are still a coarse representation of the

underlying issues. For example, we often observe “structure”

in the misclassifications: some classes are much more likely
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Original (T: stretcher | IoU: 0.0584) First model (P: stretcher) Second model (P: mountain bike, all-terrain bike, off-roader)

Fig. 5. Cross layer comparisons: Image from ImageNet’s stretcher class, along with saliency maps showing the parts of the image “most
responsible” for classification by the reference and compressed models. Former obtains the correct class, while the latter classifies as mountain
bike, all-terrain bike. T:label represents Ground Truth, IoU:value represents the Jaccard similarity indices (Intersection Over Union)
between the two attribution maps. P:label represents the Predicted labels: The middle attribution map is obtained from the reference
model and the attribution map on the right is obtained from the compressed model. Under Correctness-preserving model compression, both
should be identical, resulting in an IoU=1.0 here IoU=̃0 indicting a mismatch. This attributions matching problem is critical in domains
like Healthcare and self-driving applications, which we tackle in our framework using optimizations in the L block.

to be misclassified as a few other classes than the rest of the

classes. That is, compression may result in one mammal being

misclassified as another mammal, but very rarely as an object.

This distinction can be important for safety and security, and

depending on the application (e.g., autonomous driving, home

cameras), some misclassifications are more costly than others.

We capture this distinction using an application-specific metric

or a distance function d(y1, y2) between classes y1 and y2
(see [44]).

Denoting the reference and the compressed networks by f
and f̃ respectively (these are functions mapping the inputs x
to labels y), the total misclassification cost of f̃ relative to f
is

Δμ,d(f̃ , f) :=
∑
x

μ(x)d(f̃(x), f(x)),

where μ(x) is the weight of the input x. The main questions

we study are: (1) how do known compression algorithms

perform with respect to the above metric for different choices

of d and the reference network? (2) how can we incorporate

this metric into the compression procedure?

Answering the first question will lead to an understanding

of which compression scheme is better for a given application.

Also, it may suggest that some reference networks are more

compressible than others while maintaining semantic informa-

tion. Such trends have been observed in our current framework

Condensa [30]. Answers to the second question will lead us

to better domain-specific compression.

B. Extension to feature space embeddings.

The layer below the final classifier is often used for

obtaining embeddings of inputs in the feature space or a

latent space. This embedding is useful because it captures a

network’s “knowledge” about an image better than the raw

classification. The popular notion of word-embeddings [45],

[46] in natural language processing, and the neural image

captioner [47], [48] used for generating captions for images

are both based on last-layer embeddings. In simple examples

like MNIST, visualizations of the feature embeddings reveal

a strong structure [49] in the embeddings for different digits.

We ask if compression can be made to preserve such structure

among embeddings. Studies in [50] indicate that this can

be highly effective in making the reference and compressed

models agree in predictions.

C. Cross-layer comparisons.

Both of the metrics discussed so far involved the final two

layers of the network – ones most directly tied to classification.

In many safety-critical applications, one may have constraints

such as “the two networks focus on the same aspects of an
image,” or “certain aspects of an image are not used for
classification.” To incorporate such constraints, we propose the

using methods from interpretability research such as saliency

maps and influence attribution [51]–[54]. These techniques

give a way to “trace” the factors in an input that contributed

to the overall classification. Given a network and an input

image x, a method such as [53], [54] outputs the influence (or

attribution score) of each pixel on the overall classification.

Interestingly, we find that in many cases of discrepancy

between the reference and the compressed model (e.g., Fig-

ure 5), the attributions differ significantly, indicating that the

two models focus on different regions of the input. Given the

attribution scores α and α′, we consider the weighted Jaccard
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similarity (a generalization of the natural intersection-over-
union (IoU)) metric

sim(α, α′) =
∑

i min(αi, α
′
i)∑

i max(αi, α′
i)
.

When deploying a compressed network, a natural goal is to

have high value for this similarity. This can help avoid possible

security issues during deployment and in general lead to a

higher agreement between the models.

D. Neighborhoods in the Input space.

Decision Boundaries

Class B

Class A

Fig. 6. Input Space Analysis: Here fW and fθ represent the decision
boundaries of the models before and after compression optimizations
CM : Computing these are intractable in general, but in our formu-
lations we restrict distance computations to linear directions. The
change in distance, along a random direction, from training data to
the decision boundary captures changes in robustness.

Robustness against perturbations is a critical parameter for

deployability. Robustness can be understood by studying how

close different inputs are to the class boundaries. Prior works

such as [25], [55], [56] study the average distance to the class

boundary along random and worst-case directions, and use

this information for improving models. A key feature of our

framework with its correctness-extensions will be to incorpo-

rate robustness specifications into the compression pipeline.

Our goals here are: (1) to study the effect of compression

on the distances to class boundaries for different forms of

compression, and (2) to incorporate robustness specifications

for adversarial, benign and random perturbations into com-

pression.

The first goal will help build a theory of when compression

preserves robustness. For example, preliminary experiments

on CIFAR-10 with filter pruning show that the distance to de-

cision boundaries along random directions are approximately

preserved for many, but not all, images (see Figure 6).

III. DATA COMPRESSION

While model compression reduces compute and memory

requirements, compression of the input dataset can also yield

efficiency gains. It is well known that early convolutional

layers learn Gabor filters while latter layers learn more abstract

features [57], [58]. Moreover, as neural networks gain traction

in domains with large datasets (i.e. CT-scans [21]), dataset

size becomes a bottleneck in terms of decompression (Decode

block in NVIDIA-DALI [59] for example), storage, and I/O

operations. As such, dataset compression becomes a promising

area for efficiency improvements, both during training and

inference. [26] studies the JPEG codec and draws an analogy

between the discrete cosine transformation (DCT) and the

initial layers of a convolutional neural network. They introduce

several architectural changes to ResNet-50 to take advantage

of the DCT. By leveraging the DCT coefficients, they reduce

the size of ResNet-50 and increase its throughput (frames

per second). However, this observation is not specific to the

JPEG codec. In particular, ZFP [27] has become a common

lossy compression technique used in HPC. ZFP performs a

similar near-orthogonal transformation to the DCT. ZFP is a

promising dataset compression candidate due to recent work

focused on providing error analysis [28], [60] and stability

results of iterative methods using ZFP compression [61]. ZFP

is a lossy compression algorithm that was designed specifically

for floating-point arrays [28]. Other competitive lossy com-

pression algorithms typically require global information. For

example SZ [62] compresses each data value using a predictive

model by using the adjacent data points in multidimensional

space, requiring an ordering of values that inherently limits the

data streaming capabilities that could be utilized for machine

learning. However, ZFP, first introduced in [27], and modified

in [28], only uses local information by first partitioning the

d-dimensional scalar array into blocks of 4d scalars, which

are compressed and decompressed independently. ZFP uses

a custom near-orthogonal transform on the 4d-size blocks to

remove redundancies in the data through a change in basis. By

using negabinary (base −2) to represent the basis coefficients

and reordering the coefficients, the leading zeros of small

valued coefficients are grouped together when ordered by

bit-plane instead of by coefficient. Each bit-plane is then

losslessly compressed using an embedded coding scheme [27]

which emits one bit at a time until some stopping criterion

is satisfied. The stopping criterion for ZFP has three modes:

fixed-precision, fixed-rate, and fixed-accuracy. The fixed-rate

mode compresses a block to a fixed number of bits, the fixed-

precision mode compresses to a variable number of bits while

retaining a fixed number of bit planes, and the fixed-accuracy

mode compresses a block with relation to the tolerated max-

imum error. Further work will be needed to investigate how

to extend existing error analysis techinques of ZFP to neural

networks. Beyond the theoretical guarantees afforded by ZFP,

there are a number of systems benefits including an publicly

available open-source CUDA implementation, the ability to

determine compression level at decode time, random array

access, and various compression modes for customization.

A. System Benefits of Dataset compression

First, for various network architectures, we find a com-

pression level such that a compressed CIFAR-10 dataset is
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Fig. 7. Illustrates Correctness-preservation using Output level Analysis: (Left) Top-1 Test Accuracy vs. JPEG quality parameter on CIFAR
10. Top-1 Test Accuracy vs. ZFP Precision (Middle) and Rate Compression (Right) on CIFAR 10. Details in Section C below.

TABLE I
SYSTEM BENEFITS OF DATASET COMPRESSION: CIFAR 10 COMPRESSED

SIZE IN PROPORTION TO THE UNCOMPRESSED DATASET AT VARIOUS

ERRORS, R: ZFP-RATE COMPRESSION SCHEME AND P:ZFP-PRECISION

SCHEME, HERE ε REPRESENTS THE % TOP-1 ACCURACY THE USER IS

WILLING TO LET GO AFTER CX OPTIMIZATION.

COMPR DNN ARCHITECTURE ε = 2% ε = 5%
JPEG ALEXNET 2.3% 2.1%
ZFP - R ALEXNET 1.9% 1.5%
ZFP - P ALEXNET 1.6% 1.6%

JPEG VGG19-BN 3.4% 2.8%
ZFP - R VGG19-BN 3.2% 2.3%
ZFP - P VGG19-BN 3.5% 2.5%

JPEG DENSENET-BC (L=100, K=12) 3.9% 3.2%
ZFP - R DENSENET-BC (L=100, K=12) 4.1% 3.2%
ZFP - P DENSENET-BC (L=100, K=12) 4.6% 3.5%

JPEG DENSENET-BC (L=190, K=40) 3.9% 3.1%
ZFP - R DENSENET-BC (L=190, K=40) 3.6% 2.8%
ZFP - P DENSENET-BC (L=190, K=40) 3.5% 3.5%

JPEG RESNEXT-29, 16X64D 2.3% 2.1%
ZFP - R RESNEXT-29, 16X64D 1.9% 1.5%
ZFP - P RESNEXT-29, 16X64D 2.4% 1.6%

JPEG WRN-28-10-DROP 3.5% 3.0%
ZFP - R WRN-28-10-DROP 3.2% 2.8%
ZFP - P WRN-28-10-DROP 3.5% 2.5%

JPEG RESNEXT-29, 8X64D 3.5% 3.0%
ZFP - R RESNEXT-29, 8X64D 3.6% 2.8%
ZFP - P RESNEXT-29, 8X64D 3.5% 2.5%

within 2% and 5% of the original validation accuracy. Second,

we compare storage requirements of the compressed images

as a percent of the uncompressed dataset (see Table I). On

balance, ZFP is able to achieve a higher rate of compression
at equivalent error tolerances. Finally we also expect that

when we learn directly from compressed data the Decode

compute which is a mixed compute workload CPU-GPU can

be eliminated – today this step is part of the NVIDIA DALI

pipeline that decompresses the JPEG data before feeding it

to the training or inference kernels. The end user only
cares about end-to-end speed up during training and
inference of the neural network, whether it came from data
compression or neural network compresssion is irrelevant.
It is therefore important that we carefully utilize profiling

tools like nvprof and Rapids Extensions [63] and identify the

bottlenecks and fix them.

B. Learning Directly from Compressed Data

While these results indicate the potential of ZFP, we can

gain additional compute and memory savings by learning

directly from the ZFP coefficients, similar to [26] where they

learn directly from DCT coefficients. With no hyperparam-

eter tuning or architectural changes, we are able to recover

90+% accuracy on CIFAR-10. We believe that, with sufficient

searching over the hyperparameter space and investigation

using the aforementioned debugging stack, the loss in accuracy

can be recovered and that the compression parameter can be

increased. We continue to explore the correctness ramifications

of using ZFP compressed datasets and learning directly from

ZFP coefficients and the system benefits it will offer. In the

next sections we present our initial results on Correctness-

preserving techniques on such compact networks.

C. Correctness-preservation using Output level Analysis
In Figure 7, we plot the accuracy versus compression

parameter curves for both JPEG and ZFP rate mode. In this

setup, we load the image from disk, compress and decompress

the image, then pass it through various neural networks. This

provides a higher level picture of the accuracy drop off when

introducing compression artifacts. Of particular interest here

is AlexNet and ResNext-29 8x64D in the JPEG plot. These
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TABLE II
LEARNING DIRECTLY FROM COMPRESSED DATA: MODEL VALIDATION ACCURACY TRAINED ON ZFP COEFFICIENTS

ZFP PRECISION VGG19-BN RESNET-110 PRERESNET-110 WRN-28-10-DROP DENSENET-BC (L=100, K=12)

2 40.75% 40.67% 41.28% 40.98% 40.83%

3 64.84% 63.76% 65.14% 66.33% 64.84%
4 76.91% 76.91% 77.42% 79.58% 77.84%
5 83.51% 84.55% 84.48% 87.61% 86.05%

6 87.79% 87.62% 88.03% 91.55% 90.04%
7 89.23% 88.53% 89.67% 92.77% 91.2%
8 89.87% 89.03% 90.4% 93.54% 92.35%
9 89.99% 89.67% 90.4% 93.68% 92.59%

10 89.79% 90.46% 90.88% 93.79% 92.4%
11 90.43% 90.2% 90.42% 93.76% 93.18%
12 90.15% 90.4% 90.66% 94.09% 92.49%

RAW IMAGES 93.43% 93.41% 94.02% 96.12% 95.24%

Fig. 8. Illustrates Correctness-preservation using Cross layer comparisons: Attributions of misclassified CIFAR-10 images when compressed
with ZFP and JPEG when using ResNeXt-29, 8x64d. Original labels are, from top to bottom, dog (JPEG misclassification), car (ZFP
misclassification), plane (ZFP and JPEG misclassification). Details in Section D below.

are the only two networks without batch normalization. As a result, they are more resilient to the noise introduced by JPEG.
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Batch normalization (BN) layers computes the mean and the

standard deviation of the activations and projects them to

activations with zero mean and unit norm [64]. These are then

projected back using the learned parameters. The interesting

part is the normalization phase. Since the network always saw

images which were without any JPEG or ZFP compression

noise, the learned normalization values are based on those

clean images. Once the level of noise increases, this renders

the computed mean and standard deviation to be meaningless,

resulting in a very significant drop in performance. Therefore,

whenever BN layers are employed, they will be very sensitive

to changes in the input values. Even minor perturbations can

adversely effect the network. We view BN layers to be just an

amplification of the minor perturbations. On the other hand,

when there is no normalization, there is no explicit noise

amplification resulting in much higher resilience against noise

and perturbations.

D. Correctness-preservation using Cross-layer comparisons
The levels of debugging and analysis in §II can be applied

at the dataset level as well. We conducted a preliminary study

to review the compression artifacts introduced by ZFP and

compare it with JPEG. In Figure 8 we demonstrate cross-layer
comparisons to get a better view of the type of artificating ZFP

creates in comparison to JPEG. We overlay attribution maps

generated using occlusion [65] and an IoU score is computed

with respect to the uncompressed attribution.

IV. CONCLUSIONS, FUTURE WORK

In this paper we presented correctness-preserving compres-

sion methods for compression of large datasets and over-

parameterized neural network models. The correctness abstrac-

tions that we have developed were naturally suitable for both

model compression (CM ) and data compression optimizations

(CD,CX ). A user of our framework can use these layers of

abstractions to debug failure modes of both these optimiza-

tions alike. We illustrated the use of two such debugging

techniques on CIFAR-10. On the model compression side,

we are developing optimization algorithms and additional loss

terms (L block) by which we automatically determine the

optimal weights when we incorporate correctness-preservation

as constraints. On the data compression side, we will continue

to explore the benefits and trade-offs when using ZFP to

compress floating point datasets and learning directly from

the compressed space. A challenge that arises in this specific

domain is how to comprehensively compare different com-

pression spaces (i.e. DCT Coefficients vs. ZFP Coefficients).

Although disk utilization is one simple metric, more nuanced

measures are clearly needed to analyze the benefits of various

compression schemes.
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