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Abstract

During visual data analysis, users often explore visualizations one
at a time, with each visualization leading to new directions of ex-
ploration. We consider a conversational approach to visualization,
where users specify their needs at each step in natural language,
with a visualization being returned in turn. Prior work has shown
that visualization generation can be boiled down to the identifi-
cation of visualization intent and visual encodings. Recognizing
that the latter is a well-studied problem with standard solutions,
we focus on the former, i.e., identifying visualization intent during
conversation. We develop Luna, a framework that comprises a
novel combination of language models adapted from BERT and
rule-based inference, that together predict various aspects of vi-
sualization intent. We compare Luna with other conversational
NL-to-visualization and NL-to-SQL approaches (adapted to visual-
ization intent), including GPT-3.5 and GPT-4, and demonstrate that
Luna has 14.3% higher accuracy than the state-of-the-art. We also
apply Luna to a usage scenario on a dataset of police misconduct,
showcasing its benefits relative to other approaches.

CCS Concepts

•Human-centered computing→Visualization; • Information
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1 Introduction

Visual data analysis, while essential for making sense of data, is
still challenging for the vast majority of users. While programmatic
visualization tools such as Vega-Lite [32] or Matplotlib [15], provide
great flexibility in selecting what and how to visualize, they have a
high learning curve. Meanwhile, other visual business intelligence
tools such as Tableau [5] and PowerBI [3], require users to navigate
complex user interfaces to build visualizations. “No-code” inter-
faces such as natural language have thus emerged as an alternative
that allow users to build visualizations without programming expe-
rience. SuchNL2Vis systems have been proposed to infer user intent
based on a natural language question, and using that to suggest
appropriate visualizations, e.g., Chat2Vis [25], and ncNet [22].

However, prior work ignores the fact that visual data analysis is
iterative, where users build on findings from previous steps [16, 19,
41]. We therefore consider a conversational approach to visualiza-
tion. Our scenario of a data journalist studying police misconduct
in Fig. 1 Cols. 1 and 2 shows that a conversational feedback loop
between system generated visualizations and user requests is well-
suited for visual data analysis To address this need, there have been
some systems for generating visualizations during conversation,
employing rule-based approaches [12, 26, 28]. However, their rule-
based nature limits flexibility and makes them brittle. For example,
NL4DV [28], the newest such system cannot handle cases where
the column name is not described exactly as in the input schema,
as shown in Figs. 1(a) and (e), Col. 4.

In this paper, we propose a robust approach for conversational
generation of visualization. Prior work [20, 42, 47] has shown that
generating visualizations can be divided into two distinct steps:
identifying data-specific visualization intent (i.e., visualized at-
tributes and data filters) and determining visual encodings (i.e., how
the data should be visualized). The latter can be inferred based on
best practices [23, 24, 27] given the former.We therefore focus on in-
ferring visualization intent from conversation. One approach
is to leverage natural language to SQL (NL2SQL) models that trans-
late user intent from natural language into SQL queries using a sin-
gle “end-to-end” deep learning model such as CD-Seq2Seq [40, 46],
R2SQL [14], and PICARD [33]. However, these approaches cannot
guarantee that syntactically and semantically correct SQL queries
are produced, making extracting visualization intent from their
generated SQL queries challenging. Indeed, such models fail in four
of the six steps in Fig. 1, Col. 5. Yet another approach is to use
general-purpose large language models (LLMs), such as GPT-3.5 [2]
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and GPT-4 [30]. While these LLMs seem to perform better than
other baseline approaches in Fig. 1, they still suffer from the issue
of losing context in conversations and inferring incorrect intent.

Based on the insights from prior NL2Vis and NL2SQL tools, we
identify multiple technical challenges in inferring visualization
intent and propose a new framework called Luna to address the
challenges effectively. First, the output intent should always be
system-interpretable to guarantee that visualizations can be shown
to users at each step. To tackle the challenge, we apply a divide-
and-conquer strategy, instead of end-to-end as in PICARD and GPT
models, for predicting users’ intent. We break down the task of
predicting intent (i.e., visualized attributes and data filters) into
multiple sub-tasks (see Fig. 2), each learned via a specialized mod-
ule. To predict the attributes to be visualized, we first determine the
number of attributes and then use this to select the attributes that
best associate with the users’ query. Similarly, the filter attributes
are inferred using two steps: determining the number of filters and
then the attribute in each filter. Finally, the operators and values
in filters are predicted accordingly for each filter attribute. This
breakdown makes learning straightforward and guarantees syn-
tactically correct and always-executable intents. Furthermore, we
can select different neural architectures or inference algorithms
for each sub-task. Secondly, the tool should understand context
in conversations (i.e., users’ previous questions and systems’ re-
sponses) to facilitate the iterative nature of data analysis and the
ambiguity in natural languages. We handle these issues using a
carefully designed combination of language models and rule-based
methods for each sub-task, and a specifically designed input format
to summarize the context in conversations.

We evaluate Luna by comparing it against NL4DV [26], two
state-of-the-art NL2SQL models (two PICARD variants with T5-
3B and T5-Large [31] and CD-Seq2Seq), and two state-of-the-art
LLMs (GPT-3.5 [2] and GPT-4 [30]). Our approach achieves 57.31%
accuracy on the test set—a 14.3% improvement over the state-of-
the-art, PICARD with T5-Large and 27.72% over GPT-4, the best
performing general-purpose LLM. Furthermore, Luna has a lower
GPU memory consumption and inference time than PICARD, the
state-of-the-art baseline approach. Overall, our contributions are:
• We divide visualization intent inference into six sub-tasks to en-

sure the generation of always valid visualization intent, produce
simpler sub-tasks, and enable flexible choices for the structure
of the module addressing each sub-task (Sec. 3).

• Following the task breakdown, we design Luna, which leverages
multiple specialized modules for inferring different aspects of
visualization intent (Sec. 4).

• We evaluate Luna through a quantitative comparison with the
state-of-the-art, evaluation of individual modules, and a real-
world application using a police misconduct dataset. Luna out-
performs other approaches with a 14.3% improvement in accu-
racy with only 0.1% of the inference time (Secs. 5 and 6).

2 Motivating Example

Suppose our data journalist Ada wants to study incidents of police
misconduct using a dataset from the California Reporting Project
(CRP) [11]. This use case is based on our collaboration as part of

the CLEAN (Community Law Enforcement Accountability Net-
work) consortium, with journalists and public defenders, to inves-
tigate police misconduct through data. One of its relations (many
columns/rows omitted) is in Table 1 that records the time/location
of each incident, and if weapons were found. As a programming
novice, Ada uses a conversational interface, powered by Luna, as
shown in Fig. 1. Luna identifies the data-specific visualization intent
comprising of the visualized attributes and filters to be applied.

Table 1: Examples of incidents from the CRP dataset

id weapon_found city county day month year

240 yes Bakersfield Kern 25 6 2016
465 no Richmond Contra Costa 9 9 2019
841 no Oakland Alameda 17 3 2014

To start her exploration, Ada first inspects the locations of the
incidents by asking “Where do the cases happen?” and receives a
chart shown in Fig. 1(a) Col. 2. Based on the question, Luna infers
that Ada wants to plot the distribution of cases in different cities
(i.e., the visualized attribute intent is city, without any filters). She
then wants to see the distribution over counties and asks “In which
counties do the cases happen?”. Ada notices Contra Costa County has
the most cases from the chart (Fig. 1(b)), wants to monitor the tem-
poral changes of such incidents, and asks “How do the cases change
over the years?”. Seeing that 2016 was a turning point (Fig. 1(c)), she
then asks “Can you show me the distribution of cases where weapons
are found or not?”. The generated chart (Fig. 1(d))—where the intent
involves just the weapon_found attribute—reveals that most cases
do not involve weapons. Ada wonders if this the same trend contin-
ues after 2016, asks “What about those cases happened after 2016?”,
and receives Fig. 1(e)—with the intent now including a filter on
year. She notices a minor improvement after 2016, and drills down
to Contra Costa County again by asking “Then can you also show
the numbers of those cases in Contra Costa County?”. The results are
shown in Fig. 1(f), where an additional filter on county is added.

For comparison, Fig. 1 also shows other approaches: NL4DV [28],
a rule-based conversational NL2Vis tool, PICARD [33], a state-of-
the-art conversational NL2SQL approach built on T5 [31], Chat2Vis [25],
a conversational interface built on GPT-3.5 [2], and general-purpose
LLMs (GPT-3.5 [2] and GPT-4 [30]). We provide the visualization
intent and corresponding visualizations for each approach. Since
Chat2Vis does not expose the code for generating visualizations,
we only provide the returned visualizations.

As shown in Fig. 1, end-to-end generative models such as PI-
CARD and Chat2Vis often fail to generate syntactically valid

code. They generate non-executable code (Fig. 1(c)-(f)), nonsensical
visualizations (Figs. 1(b)), or erroneous SQL (Figs. 1(c)-(d) where
non-aggregated columns are returned and Fig. 1 (f) where single
instead of double quotations is used for string literals—which is not
permitted according to the SQL-92 standard. PICARD also gener-
ates imaginary filter values, such as “Yes” in Fig. 1(f), where the
values in the column are “yes” and “no.” The same happens to the
LLMs where both GPT models return “Contra Costa County” as
the filter value in Fig. 1(f), leading to an empty result. Second, rule-
based approaches, such as NL4DV, are ineffective in dealing

with the ambiguity of natural language. Figs. 1(a) and (e) show
examples where no attribute is explicitly mentioned. NL4DV fails
on this case as it requires an exact match of attribute names. The
failure in Fig. 1(e) further leads to a missing filter on year in Fig. 1(f).
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Figure 1: Illustration of a data journalist’s input questions and results from different approaches. A green tick means the result

matches their intent. A red cross means the result is problematic: #means the result is not executable and no visualization is

generated.∧ indicates that the visualization is incorrect. +means that a number is returned, which is unsuitable for visualization.

Finally, existing approaches fail to handle conversational as-

pects. In Fig. 1(e), PICARD fails to understand the relationship
between the new and previous questions as it forgets the attribute
weapon_found in the new SQL query even though the words “what
about” and “those” refers to the previous conversation. GPT-3.5 also
suffers from a similar issue. Furthermore, PICARD also misbehaves
in Fig. 1(f) by adding an unnecessary filter weapon_found = ‘Yes’
and removing year > 2016. This real-world scenario shows the
challenges in applying existing approaches to conversational visual
data exploration. Our quantitative evaluation in Sec. 6 provides a
comprehensive comparison among the approaches.

Thus, an effective approach to infer users’ visualization intent
from conversation should: (1) produce executable results, (2) handle
ambiguity in natural language, and (3) deal with conversations.

3 Problem Formulation

Our goal is to generate visualizations from a dataset consisting of
records, where each record has multiple attributes. At each step or
interaction of the conversation, the user issues a natural language
question or utterance to the conversational interface and receives a
visualization in return: each question or response is called a turn.

We break down the generation of a visualization into two steps as
in prior work [20, 42, 47]: identification of visualization intent, and
of visualization encodings. The former comprises all data-centric
aspects, including the attributes to be visualized and the filters
should be applied. Each filter comprises an attribute, an operator,
and a value. For example, in Fig. 1(f), in the intent found by Luna,
the attribute to be visualized is weapon_found, while the filters
are county = ‘Contra Costa’ and year > 2016. One can map
the filters to the WHERE clause of a SQL query, while the attributes
map to the SELECT clause. There has been extensive prior work on
determining the visualization encoding given the intent, e.g., [23,
24, 27]. For example, Fig. 1(f) shows a bar chart as weapon_found is
a Boolean field. We thus focus on determining visualization intent.

Luna addresses the challenges discussed in Sec. 2 by breaking
down visualization intent prediction into sub-tasks and leverag-
ing different modules for each, rather than a single, often brittle,
model (see Sec. 4). In particular, the attributes and filter values
are drawn from the dataset. This way, the predicted visualization
intent is always executable. Next, we describe how Luna leverages
LLMs as the backbone for each module, with carefully designed
output heads. We leverage LLMs’ ability in understanding natu-
ral language, thereby eliminating brittle heuristics and handling
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Figure 2: The six sub-tasks in predicting users’ intent.

language ambiguity. Finally, we further design the input format
which succinctly encodes the previous intent to enable the model to
understand the context in conversations, instead of concatenating
all previous interactions in prior NL2SQL systems.

4 Design of Luna

We next describe how we designed Luna to address the challenges
in inferring visualization intent from conversation.

4.1 Overview

We divide the visualization intent inference problem into six sub-
tasks (Fig. 2) as inspired by prior work [20]. The first two tasks
predict the number of attributes and filters. The next two tasks
leverage these numbers to select attributes for visualization and in
the filters In the final two tasks, the other elements in filters (i.e.,
operators and values) are predicted based on the attributes.

Compared to end-to-end models (e.g., [33]), Luna’s design pro-
vides three benefits. First, the outputs generated by Lunawill al-

ways produce a valid visualization intent, while for prior work
based on auto-regressive models, only around 36% SQL queries
generated by PICARD [33] with T5-3B [31] are syntactically or
semantically valid as our experiments show (see Sec. 6.1.1). Second,
our breakdown simplifies the task for each module, as it only
needs to predict a subset of the final output, e.g., data attributes,
filter values or operators. This makes the models easier to train and
achieve higher accuracy than a single end-to-end model, as Sec. 6
shows. Lastly, our approach provides the flexibility to select

different model architectures for different sub-tasks. For ex-
ample, we utilize a classification head rather than an attention-based
head to predict the number of visualized attributes and then select
the top-related attributes ranked by an attention-based head. Our
experimental results verify the effectiveness of utilizing different
model structures for different sub-tasks.

The architecture of Luna is shown in Fig. 3, comprising of five
fine-tuned BERT-based modules followed by a heuristic-based mod-
ule for filter value selection (Fig. 3). To start, the visualized attribute
count prediction module first predicts the number of data attributes
(𝑘𝑎) to be visualized. Then, the concrete data attributes are selected
according to the ranking of their relevance to users’ interactions,
which is computed by the visualized attribute ranking module. Sim-
ilarly, a separate filter count prediction module determines the num-
ber of data filters (𝑘𝑓 ) pertinent to the user utterance. Then, the
attributes of the filters are selected as the top-𝑘𝑓 relevant attributes
computed by the filter attribute ranking module. Each data column
is then fed into the filter operator prediction module which selects
one of four operators: <, >, =, and ≠. Finally, the filter value predic-
tion module identifies the values in filters by matching words with
the utterances with the distinct values in the column.

4.2 Basic Structure of LLM-powered Modules

Luna consists of five LLM-powered modules where the LLMs are
applied as backbones to understand the conversations and semantic
meanings of data columns and generate embeddings for prediction.

Specifically, we fine-tuned a pre-trained standard BERT-base
model with 110 million parameters. While BERT is an older and
lightweight model by today’s standards, we find that Luna with
BERT outperforms these state-of-the-art, much larger models (e.g.,
GPT models) in prediction accuracy (see Sec. 6). The input to the
LLMs in the different modules follows the same format, derived
from BERT’s default. The input is formatted as the previous intent
(if any exists), followed by the new utterance and the columns of the
dataset. Specifically, we summarize all previous intents in the con-
versation into a single summary consisting of previous attributes
and filters. We use “previous attributes: ” and “previous filters: ” to
indicate that the two parts reveal different aspects of intent. Fur-
thermore, operators are transformed into natural language as “is,”
“is not,” “is larger than,” etc.

To illustrate, consider part of the conversation shown in Sec. 2,
where each utterance is labeled with its number in bold.
(1) Can you show me the distribution of cases where weapons are

found or not? (1)
(2) What about those cases happened after 2016? (2)
(3) Then can you also show the numbers of those cases in Contra

Costa County? (3)
The input of the last utterance to Luna has two parts:
(1) Previous intent and the newutterance: previous attributes: weapon
found. [SEP] previous predicates: year is larger than 2016. [SEP]
Then can you also show the numbers of those cases in Contra Costa
County?

(2) Columns: id [SEP] weapon found [SEP] city [SEP] county [SEP]
day [SEP] month [SEP] year
In contrast, if we instead concatenate all utterances together, like

PICARD, the first parts of the input will be: “Can you show me the
distribution of cases where weapons are found or not? [SEP] What
about those cases happened after 2016? [SEP] Then can you also show
the numbers of those cases in Contra Costa County?” To understand
the context of the last query, the model needs to correctly under-
stand all three utterances and identify that the word “cases” in the
next two utterances refers to “cases where weapons are found or not”
in the first utterance. As Figs. 1 (e)-(f) shows, PICARD fails to cor-
rectly interpret such references when generating new SQL queries,
showing that it is non-trivial for models to understand the relation-
ship between multiple utterances. This observation shows the need
for a new input format in Luna to facilitate context understanding.

Furthermore, our approach is beneficial in settings involving
a human in the loop. In such settings, it is challenging to ensure
that the system can understand every utterance correctly. There-
fore, users may need to correct the erroneous responses generated
by the system. Such revised responses should be taken into ac-
count when predicting subsequent utterances, which is difficult for
concatenation-based approaches such as PICARD.

After obtaining two parts of the input, we tokenized them in-
dividually and concatenated the tokens to feed into an LLM. For
each token, the LLM produces an embedding vector of 𝑑 dimen-
sions (768 dimensions using BERT). Therefore, the LLM returns
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Figure 3: Luna’s architecture. (a)-(c) illustrate the modules of predicting visualized attributes and attributes in filters. (d) shows

how the operator in a filter is predicted. (e) represent the module for predicting filter values. The blue boxes are model inputs;

yellow boxes are models; green boxes are intermediate model outputs; orange boxes are visualization intent predictions.

an embedding matrix with a shape of 𝐿 × 𝑑 for input with length
𝐿. Based on the type of content in the input, we split the entire
embedding matrix into two parts: intent and utterance embeddings
and column embeddings. Intent and utterance embeddings refer to
the matrix consisting of the embeddings of both the most recent
intent in the conversation and the current utterance. Similarly, col-
umn embeddings refer to column token embeddings. Note that a
column may have more than one token when the column name
consists of multiple words. To represent each column name with
only one embedding vector, we use the embedding corresponding
to the column name’s first token. We decouple the utterance and
column embeddings so that we can use an attention mechanism
for the utterance on columns, i.e., to compute how the utterance
attends to the columns. Furthermore, the BERT model also returns
the embedding of a special token, [CLS], with a pooling scheme [8].
The embedding of the special token summarizes the entire input to
BERT, and is frequently used for classifying the entire input. The
following sections will introduce how the output embeddings are
leveraged in different modules in detail.

4.3 Visualized Attribute Prediction

Luna uses a two-step algorithm to predict the attributes to be visu-
alized. We first predict the number of attributes with a visualized
attribute count prediction module (Fig. 3(a)), where we use the
BERT model to compute a summary embedding of the context, the
current utterance and the columns, i.e., the embedding of the [CLS]
token. Then the embedding is fed into a two-layer neural network
for classifying the number of attributes, 𝑘𝑎 .

Concurrently, we use a visualized attribute ranking module
(Fig. 3(b)) to rank all attributes in the dataset according to their
relevance to the previous intent and the current utterance. The vi-
sualized attribute ranking module consists of another BERT model
with a multi-head attention layer followed by a feed-forward fully
connected and softmax layer. In the attention layer, the column
embeddings act as the query while the utterance embeddings are
the keys and values. This design helps select the data attribute(s)
to visualize by explicitly forcing the utterance tokens to attend
to the column headers. This architecture generates a probability
distribution over all columns based on the utterance embeddings’

attention on column embeddings. The probability scores indicate
how likely the users intend to visualize these columns according to
their previous intents and new utterances. All columns are finally
ranked from the highest post-softmax probability to the lowest one.

After we obtain the number of attributes (𝑘𝑎), the top-𝑘𝑎 at-
tributes ranked by the visualized attribute ranking module are pre-
dicted as the user’s intended attributes for visualization (Fig. 3(c)).

The reason for Luna’s two-step strategy with attention mecha-
nism is two-fold. First, the nature of the attention mechanism fits
the attribute prediction task well. Its structure explicitly considers
the correspondence between tokens in input query, key, and values.
Since we aim to understand how the words in users’ utterances
match the semantically meaningful attribute names, the attention
mechanism suits our task well.

Moreover, our approach can handle datasets withmany attributes,
unlike prior work. We considered using a multi-class multi-target
classification head following a BERT model to select the attributes
to be visualized. When training the model with such an architec-
ture, we had to fix the number of classes during classification as
the maximum number of attributes in the training set. Consider-
ing the long-tail nature of dataset sizes revealed in previous work
(e.g., [13]), the models might not be trained sufficiently on datasets
with large numbers of attributes and might not generalize well.
Furthermore, in the inference phase, such an architecture cannot be
applied to datasets with more attributes than the number of classes
fixed upfront. Compared to leveraging a multi-class multi-target
classification head, our approach does not add other constraints to
the number of input data attributes despite the input token limit of
the BERT model. A quantitative comparison is in Sec. 6.2.

4.4 Filter Prediction

Besides the visualized attributes, Luna also predicts the desired
data filters to determine the subset of data to be visualized. For the
example in Fig. 1(f), such filters include year > 2016 and county
= ‘Contra Costa’. As the example shows, to get a complete set
of filters, we must infer not just the number of filters, but also the
attributes (e.g., year and county), operators (e.g., > and =), and
values (e.g., 2016 and Contra Costa) of each filter.
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Luna predicts the intended filters using four modules jointly
(see Fig. 3). Similar to predicting the visualized attributes, we first
use the BERT model followed by a classifier to predict the count of
filters, 𝑘𝑓 , in the filter count prediction module (Fig. 3(a)). Then, the
attributes in the filters are inferred by picking the top-𝑘𝑓 relevant
attributes computed by the filter attribute rankingmodule (Fig. 3(b)),
where a BERT model with an attention layer is employed.

After obtaining the data column of each filter, we next predict
the operator and value in each filter. For a given filter, the operator
and the value are conditioned only on the filter attribute, previous
intent(s), and the new utterance. Decoupling the filters from each
other simplifies the prediction space of operators and values.

To predict the operator in a filter, we augment the input to the
BERT model by including the filter’s column name in the input
(Fig. 3(d)). The rest of the BERT input is identical to the other
modules. After the intent and utterance embeddings are computed,
we concatenate themwith the predicted column’s embedding vector
and passed them to a classification head with a two-layer neural
network. We do not feed the embedding of the [CLS] token into
the classification head as in the filter attribute prediction module,
since the embedding of [CLS] also summarizes the embedding of
all columns, which may lead to interference between the filter’s
column name and other column names. The classification head
returns the operator in the current filter. The possible operators
include <, >, =, and ≠.

Finally, we predict the value used in each filter (Fig. 3(e)). Unlike
other modules, the value prediction module is not based on ma-
chine learning. In our approach, the current utterance and the prior
utterance are first tokenized into individual words. Using these
tokens, a set of consecutive tokens with lengths 1 to 5 is generated.
We call a sequence of 𝑛 consecutive tokens as an 𝑛-gram. By now,
the model has determined the data filter column. For numerical
columns, any 𝑛-gram that can be parsed as a valid floating point
number is added to a set of candidate values. For all other types
of columns, all unique values from the dataset for the data filter
column are retrieved. Any𝑛-gram that exactly matches such a value
is added to the set of candidate values. In most cases, the number
of candidate values is exactly one and we are done. However, there
may be situations where multiple candidate values exist. Consider
the case where two queries are sequentially provided:
(1) Then can you also show the numbers of those cases in Contra

Costa County? (1)
(2) What about those cases in Alameda County? (2)
The candidate set of values is then sorted temporally and the value
resulting from the most recent utterance is selected. The temporal
order is determined by the label of each utterance, i.e., the bold
number next to each utterance in the examples. We desire the more
“recent” match since it is more relevant to the desired intent.

5 Evaluation Setup

We now discuss the experimental setup to evaluate Luna. Luna and
our prompt for GPT models are available in our code repository1.

1https://github.com/luna-conversation-vis/luna

5.1 Dataset

We derive a custom dataset from CoSQL [45], a conversational
text-to-SQL dataset.
CoSQL. CoSQL consists of 200 SQL databases split across training,
validation, and test sets. The training set consists of 2159 con-
versations and 7343 interactions, while the validation set has 293
conversations and 1007 interactions. Since the test set of CoSQL
is not publicly available, we created a test set by sampling 35% in-
teractions of the original validation set. The other 65% interactions
were still used as the validation set. When creating the test set,
we ensured that the test and validation sets do not share the same
databases. Our final test set includes 103 conversations and 349
interactions (with one interaction removed due to malformed SQL),
and the validation set has 190 conversations and 657 interactions.
Dataset Processing. We extract visualization intent from the SQL
queries in CoSQL to create a dataset for training and testing Luna
with other baseline approaches. Fig. 4 shows an example of how
we extract visualization intent; Figs. 4(a)-(b) show an original in-
teraction in CoSQL. First, we use a fork of Mozilla’s SQL parser
called mo-sql-parsing [18] to generate a parse tree of each SQL
query (Fig. 4(c)). Using each SQL parse tree, we extract the SELECT
attributes and predicate clauses. Each predicate clause has the form
ATTRIBUTE, OPERATOR, VALUE where OPERATOR is one of >, ≠, <,
=. ATTRIBUTE is one of the columns of the SQL database and VALUE
is a fixed value. For < and >, VALUE must be a numerical value that
may or may not be in the SQL database, but when OPERATOR is = or
≠, VALUEmay be a numerical value or string. The SELECT attributes
and predicate clauses are mapped to visualized attributes and data
filters in visualization intent (Fig. 4(d)).

What are the populations of 
every country in Africa?

SELECT name, population 
FROM country 

WHERE Continent = “Africa”

(a) U�erance 

(b) SQL

(d) Intent

A�ributes: Name Population

Filter: 
Continent = Africa
A�ribute: Operator: Value:

{
    'select': [
        {'value': 'name'},
        {'value': 'population'}
    ], 
    'from': 'country', 
    'where': {
        'eq': [
            'Continent',
            'Africa'
        ]
    }
}

(c) Parsed SQL

Figure 4: Example CoSQL interaction being transformed.

5.2 Luna Setup

Module setup. For Luna’s visualized attribute count and filter
count prediction modules, the hidden layer has size 1028. We set
the number of classes in the attribute and predicate count modules
to 7 (i.e., 0− 6 attributes) and 5 (i.e., 0− 4 filters), respectively, based
on the training data. In our modules with attentionmechanisms (i.e.,
attribute ranking and predicate ranking prediction), the number of
attention heads is set to 8 with 64 dimensions. In the filter operator
prediction module, the size of the hidden layer is 512. The number
of classes in the predicate operator is set to 4 (i.e., <, >, =, and ≠).
Input formulation. As in Sec. 4.2, the input to our model includes
the previous intent when there are prior interactions. We feed
the ground truth previous intent to Luna together with the new
utterance to predict the current intent. To understand Luna’s ability
to handle cascading errors from a wrongly predicted intent, we also
conduct an experiment where we feed Luna’s previously predicted
intent instead of the ground truth. The accuracy of Luna with this
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setting is also provided for reference in Table 2. We note, however,
that users will typically fix any errors in the intent rather than let
the errors cascade (i.e., making sure they see what they intended
before proceeding). Therefore, when not mentioned, we report the
accuracy of using ground truth as the input by default.
Training details. We use 8 training epochs to fine-tune BERT
and train our classifiers using the training set. Then the best model
is selected with the validation set. To train the model, we use the
Adam optimizer [17] with a BERT learning rate of 5𝑒−5 and a head
learning rate of 5𝑒−5. Furthermore, we noticed an unbalanced data
distribution in all classification sub-tasks (i.e., visualized attribute
count, filter count, and filter operator prediction). To mitigate
data skew, we over-sample the training set by categories (i.e., the
possible numbers of visualized attributes, the possible numbers of
filters, and filter operator types).

5.3 Baseline Models Setup

We compare the performance of Luna with six other state-of-the-
art approaches. We used the publicly available version of the pre-
trained models to run the experiments.
NL4DV. As far as we know, NL4DV [26, 28] is the only publicly
available system that creates visualizations based on multi-turn
conversations. Notably, NL4DV can recommend multiple visual-
izations with ranking. To make the results comparable, we keep
the visualization with the highest rank.
PICARD.We tried to find other models by scanning through the
CoSQL leaderboard [1] and noticed that the top 5 models are not
publicly accessible or can only predict the data columns and op-
erators in data filters without detailed values to be filtered (e.g.,
STAR [6]), hence we chose the 6th-ranking model (as of May 2024),
PICARD [33], as a representative of the best state-of-the-art conver-
sational NL2SQL models. We use two PICARD variants, one with
with a T5 model with 3 billion parameters (denoted as T5-3B) [31],
and a smaller T5 model with 880 million parameters (denoted as
T5-Large) since the number of parameters is closer to the total
number of parameters in Luna. For brevity, two PICARD variants
are denoted as PICARD-3B and PICARD-Large.
CD-Seq2Seq. Following prior work [14, 48], we also include the
results of CD-Seq2Seq (short for Context-dependent Seq2Seq) that
is used as a baseline approach for the CoSQL dataset [45]. However,
CD-Seq2Seq is unable to predict the values in predicates. There-
fore, we consider all predicate values correct when reporting the
performance, which is a loose upper bound on its actual accuracy.
GPTmodels.GPT-3.5 and GPT-4 have shown good performance in
responding to natural language queries with visualizations [9, 25].
However, previous studies leveraging GPT models focus on answer-
ing one-shot natural language queries with visualizations. Further-
more, such models return visualization code instead of visualization
intent, which is different from Luna’s output. Therefore, to com-
pare Luna with GPT models, we followed prior work [4, 9, 25]
and prompt GPT-3.5-turbo-0613 and GPT-4-0613 through Azure
OpenAI APIs to infer visualization intent and return it in JSON.

6 Evaluation Results

We compare Luna’s performance with baseline approaches in
Sec. 5.3 and explore alternatives in the architecture of Luna.

6.1 Comparison with Baseline Approaches

We evaluate the aforementioned approaches on their ability to
correctly predict visualization intent.
Table 2: Comparison of existing approaches with the highest

accuracies in bold.

Model Validation Accuracy Test Accuracy

Luna (Correct Previous Intent) 51.29% 57.31%

Luna (Cascade) 46.73% 54.57%
NL4DV 10.48% 16.31%
PICARD-3B 38.97% 49.57%
PICARD-Large 38.66% 50.14%
GPT-3.5 34.15% 42.57%
GPT-4 33.03% 44.87%
CD-Seq2Seq 18.57% 26.65%

6.1.1 Results. Table 2 shows the overall accuracy. Luna achieves
the best performance among all four tested approaches, with 51.29%
and 57.31% accuracy on the validation and the test set respectively,
when using the ground truth previous intent as part of the input
(Luna (Correct Previous Intent)). When we feed the previously
predicted intent to Luna without re-training (Luna (Cascade)) the
accuracy scores are 46.73% and 54.57% on the validation and the
test sets, respectively. The small difference between the results
reveals that our model can be affected by cascading errors, but the
performance loss is minor. Since users will typically correct such
errors, as discussed in Sec. 5, and since the difference is minor, we
focus on the former in the following. Overall, these results indicate
that Luna has a much greater ability to infer visualization intent
compared to other approaches.

Compared to NL4DV, the latest conversational NL2VIS approach,
Luna has a substantial increase of 251.01% in test accuracy. It is
also superior to NL2SQL approaches, including PICARD variants
and CD-Seq2Seq by 15.61%, 14.30%, and 115.05%. Note that the
improvement relative to CD-Seq2Seq is actually even greater, due
to our assumption that CD-Seq2Seq can predict all of the filter
values correctly (see Sec. 5), and therefore its reported accuracy is
an overestimate. Notably, though the backbone of Luna is BERT,
a relatively outdated and small LLM, Luna still outperforms the
latest and much larger LLMs, GPT-3.5 and GPT-4, by 32.28% and
27.72%, respectively. Since NL4DV and CD-Seq2Seq perform worse
than Luna, the PICARD variants, and GPT models, we focus on
comparing Luna with PICARD and GPT in the following.

We conclude with two observations for Luna’s performance
comparison against PICARD and GPT. First, Luna shows better
performance in both the accuracy scores of visualized attributes and
filters. To understand the performance difference between these
approaches, we inspect their accuracy breakdown on correctly
identifying the visualized attributes and filters. The results in Table 4
show that Luna has a better performance on both components of
visualization intent, verifying the effectiveness of Luna’s approach
in dividing visualization intent inference into sub-tasks and training
specialized models for specific tasks.

To further understand the differences, Table 3 compares Luna,
GPT, and PICARD in five cases: correct attributes and filters, cor-
rect attributes but wrong filters, correct filters but wrong attributes,
wrong attributes and filters, and other errors (such as JSON struc-
ture errors when evaluating GPT models and unexecutable errors
when evaluating PICARD models). One important problem with
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Table 3: Accuracy breakdown of Luna, PICARD, and GPT

across different categories. A: attributes, F: filters.

Model - Dataset Split Correct

A+F

Correct

A

Correct

F

Wrong

A+F

Others

Luna- Val 51.29% 22.83% 19.18% 6.70% N/A
PICARD-3B - Val 38.97% 9.59% 8.83% 2.44% 40.18%
PICARD-Large - Val 38.66% 8.83% 8.83% 2.74% 40.94%
GPT-3.5 - Val 34.15% 25.15% 19.36% 16.01% 5.34%
GPT-4 - Val 33.03% 19.42% 29.05% 17.43% 1.07%

Luna- Test 57.31% 19.77% 14.90% 8.02% N/A
PICARD-3B - Test 49.57% 8.88% 10.03% 2.01% 29.51%
PICARD-Large - Test 50.14% 5.44% 9.17% 2.58% 32.66%
GPT-3.5 - Test 42.57% 23.91% 16.91% 12.83% 3.79%
GPT-4 - Test 44.87% 17.01% 28.15% 8.80% 1.17%

Table 4: Comparison of existing end-to-end methods broken

down by visualized attributes and data filters. The highest

accuracies are in bold. A: attributes, F: filters.

Model Val-A Val-F Test-A Test-F

Luna 74.12% 70.47% 77.08% 72.21%
NL4DV 23.79% 16.64% 31.69% 23.08%
PICARD-3B 48.55% 47.79% 58.45% 59.60%
PICARD-Large 47.49% 47.49% 55.59% 59.31%
GPT-3.5 59.30% 53.51% 66.47% 59.48%
GPT-4 52.45% 62.08% 61.88% 73.02%

CD-Seq2Seq 25.11% 30.90% 35.53% 38.11%

the PICARD variants is that they often generate queries that are
not executable. Among all generated SQL queries, we notice that
40.18% and 29.51% of the queries in the validation and the test sets
for PICARD with T5-3B are not executable while the numbers are
40.94% and 32.66% for PICARD with T5-Large, respectively. The
main reasons for these failures include syntax errors and semantic
errors, such as those in Fig. 1. Some frequent syntax errors include
the misuse of quotation marks (see Fig. 1(f)) and the incorrect selec-
tion when using group by, such as the queries in Fig. 1 (c) and (d).
The results imply that the structure or the grammar of the output
can be a severe issue for the end-to-end generative models that have
to learn them from training data. Meanwhile, most of the semantic
errors pertain to data types, like applying avg on text columns.
These errors show that it is unreliable to generate visualization
intent from only semantic information in the natural language ut-
terances. Such issues also lower the performance of the GPTmodels.
They can generate results without inappropriate JSON, such as in-
valid structure, missing keys, or natural language responses. For
example, GPT-4 returns “Sorry, but this dataset doesn’t contain any
information about Gonzalo Higuaín” when the query would like to
filter a customer whose name is Gonzalo Higuaín.

To conclude, PICARD often fails due to the lack of ability to
generate executable SQL queries but shows potential in compre-
hending the intent from conversations correctly. In contrast, GPT
models, especially GPT-4, are often unable correctly understand
visualization intent from conversations but maintain the correct-
ness of output structure, possibly because they aren’t specifically
trained for identifying visualization intent. Luna combines their
advantages: it understands visualization intent through training on
conversational intent and guarantees an always executable output
following our task breakdown.

Finally, Luna is smaller than both T5-3B and T5-Large PICARD
variants in terms of model size by 81.67% and 37.50%. The smaller

Table 5: Individual component accuracies and alternatives.

The components in italic were applied in Luna. The accuracy

scores in bold were the highest ones.

Component Method Val Test

Visualized Attribute
Count

Classification 89.65% 92.55%

Attention (English e.g., “one”) 83.71% 87.97%
Attention (Numerical e.g.,“1”) 86.76% 91.69%

Visualized Attribute Attention 80.37% 81.66%

Classification 75.65% 78.80%

Filter Count
Classification 86.00% 85.39%

Attention (English e.g., “one”) 81.28% 81.38%
Attention (Numerical e.g.,“1”) 81.28% 81.95%

Filter Attribute Attention 86.30% 86.82%

Classification 80.21% 82.24%

Filter Operator
Classification 99.09% 97.13%
Attention (English e.g., “less than”) 97.87% 97.42%

Attention (Symbolic e.g., “<”) 98.94% 97.42%

Filter Value Temporal Text Matching (Last) 87.06% 85.39%

Temporal Text Matching (First) 81.89% 80.23%

size allows Luna to run on resource-limited devices with uncom-
promised performance. Following Shen et al. [36], we compare the
peak GPU memory usage and average time of inference of Luna
and PICARDwith an Nvidia A100-40GB. The batch size of inference
is set to 1. The memory usage and time are computed over both
the validation and the test set. The memory usage data is collected
with Nvidia System Management Interface (SMI) [29] per second.
Luna achieves better performance (with at most 2,843 MB memory)
using around 12% memory of PICARD with T5-3B (with at most
23,704 MB memory) and 37% memory of PICARD with T5-Large
(with at most 7,751 MB memory) and also takes much less time
for inference (Average inference time: Luna: 0.1 Sec, PICARD with
T5-3B: 142.7 Sec2, PICARD with T5-Large: 152.6 Sec). Moreover,
since Luna consists of several BERT models, it is possible to use
multiple devices to train and deploy Luna in a distributed manner,
which enhances the flexibility of Luna on resource-limited devices.

6.2 Individual Module Evaluation

We now report the performance of individual Luna modules com-
pared to alternative designs discussed in Secs. 4.3 and 4.4. For each
component with BERT, we compare alternative model choices, i.e.,
classification heads or attention-based heads as introduced in Sec. 4.
For filter value prediction, two strategies of temporal value match-
ing, i.e., picking the first or last matched value, are compared. Since
somemodules may rely on the input of the previous module (e.g., fil-
ter operator prediction), we feed the ground truth to these modules
to remove cascading errors. The results are shown in Table 5.
Visualized Attribute and Filter Count Prediction. As shown in
Fig. 3(a), we apply a classifier to predict the number of visualized
and filter attributes. An alternative design is to use an attention-
based head that attends the embedding of the previous intent, new
utterance, and the attributes to the number of attributes. The model
structure of this alternative design is similar to the one shown
in Fig. 3(b). The representation of the number of attributes can
be either English words (e.g., “one”, “two”) or a string version of
the numbers (e.g., “1”, “2”). Since there is no apparent difference

2According to the PICARD paper [33], their inference time on Spider [46] is 3.1 Sec.
We both apply Nvidia A100 with 40GB of memory to run PICARD variants.
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between the two representation approaches, we train and evaluate
the model with both using the same training settings in Sec. 5.2.

The results in Table 5 show that the classification head achieves
the best accuracy among three alternative choices, achieving 89.65%
and 92.55% when predicting the number of visualized attributes on
our validation and test sets. The accuracy of predicting filter counts
is 86.00% and 85.39% on the two sets, respectively. We believe the
reason for the lower accuracy scores of the attention mechanism is
that training the attention mechanism requires the model to learn
the semantic relationship between the embedding of input and the
embedding of numbers.
Visualized and Filter Attribute Prediction. After obtaining the
number of visualized attributes and filters, we select the top-𝑘
attributes ranked by the ranking model (Fig. 3(b)). Since there is no
ground truth for the rankings of attributes, we cannot evaluate the
attribute ranking models directly. Instead, we use the ground truth
numbers of visualized attributes and filters to select the visualized
and filter attributes. Then, the selected attributes are compared
with the ground truth to evaluate the ranking models indirectly.

As in Sec. 4.3, one alternative to the attention mechanism is a
multi-target multi-class classifier. We implement a two-layer fully-
connected neural network with a hidden size of 1028. The number
of output classes is set to 132 classes, representing column choices.
132 is the maximum number of columns in any database across the
training, validation, and test sets. In order for the classifier to be
applicable to every database, it must have at least 132 classes.

As our results show, the classification heads perform worse than
the attention-based head in both tasks. Each database has a different
set of column names, with different semantic meanings that make
the classification task challenging. Most classification tasks keep
the meaning of each class consistent to ensure that predictions
are standardized across inputs. This assumption does not hold in
our setting where each class has a different meaning depending on
the input database schema. Furthermore, as Sec. 4.3 mentions, the
large number of classes, i.e., 132, can bring additional challenges
for training a classifier with satisfactory performance.
Predicate Operator Selection. In Luna, a classifier is used to
predict the operators in the filters. Instead of a classification head,
we may also apply an attention mechanism that attends to either
the symbolic version of each operator (i.e., <, >, =, !=) or the Eng-
lish description (i.e., less than, greater than, equal to, not equal to).
As shown in Table 5, these three alternative choices work almost
equally well. They all achieve an accuracy of over 97% on both the
validation and the test set. We hypothesize that the task of predict-
ing filter operators is relatively simple since the filter operations
can be directly included in users’ utterances. For example, the word
“after” in “What about those cases happened after 2016?” directly
indicates that the operator should be “larger than.” Therefore, all
three model choices can handle the task well. Based on the valida-
tion accuracy, we selected the classification head to conduct the
operator prediction task in Luna.
Filter Value Prediction. As mentioned in Sec. 4.4, we adopt a
simple text matching-based approach to identify the filter values.
There are two possible designs when searching for the matched text.
We can either select the first matched value or the last matched one.
The experimental results in Table 5 justify our design rationale that
the last matched value can be more relevant to the user’s intent.

7 Related Work

Natural Language to Visualization. Recent work has explored
natural language-to-visualization (NL2VIS) interfaces [35] support-
ing either multi-turn conversations or only single questions. Early
systems, e.g., [10, 34, 37, 39, 44], adopt a rule-based approach to
parse user utterances and match words with data columns or oper-
ations, greatly limiting their flexibility. Some work applies LLMs
to understand single-shot natural language utterances and recom-
mend visualizations. Early work [7, 21, 22] trained new models to
address the NL2Vis challenges while recent work [9, 25] leverage
general-purpose LLMs. We find that Luna outperforms state-of-
the-art LLMs such as GPT-3.5 and GPT-4.

Previous research has shown that visual data analysis is progres-
sive [16, 19, 41]. However, the aforementioned approaches does
not support such a progressive workflow. A few prior tools have
explored conversational NL2Vis using rule-based approaches, such
as [12, 38]. Finally, the recent version of NL4DV [26] extends the
original version [28] to a conversational setting by searching the
user input for keywords to indicate a follow-up utterance. Due to
their rule-based nature, these approaches easily break.
Natural Language to SQL. Most conversational NL2SQL ap-
proaches apply end-to-end generative models to translate natural
language utterances into SQL. For example, CD-Seq2Seq [40, 46]
applies bi-directional recurrent neural networks to encode the con-
text and the current utterance and decode the embedding to SQL
queries. R2SQL [14] and EditSQL [48] enhances the encoder with
BERT-based models [8]. More recently, PICARD [33] and Unified-
SKG [43] leverage T5 [31]. There are two challenges when applying
these end-to-end NL2SQL models in inferring visualization intent.
First, it is hard to guarantee that the generated SQL queries are
both syntactically and semantically correct [33]. Furthermore, some
complex SQL queries cannot be easily interpreted as visualization
intent, such as those with subqueries. In contrast, Luna guarantees
the generation of correct and interpretable visualization intent.

8 Conclusion and Future Work

We propose Luna as a framework to infer visualization intent from
conversation. Unlike end-to-end generative models, Luna leverages
several specialized LLM-based modules to predict different aspects
of visualization intent separately. We demonstrate the effectiveness
of Luna through a quantitative comparison with baseline NL2Vis
and NL2SQL approaches. We also validate the efficacy of Luna in a
real world scenario of exploring police misconduct. As future work,
we plan to enhance Luna to identify visualization-specific aspects,
such as visualization type. We will also explore interface modalities
for easily fixing incorrect intent. Furthermore, evaluating Luna
with additional datasets and user studies can reveal more insights.
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